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Abstract

Here, we describe compression as a framework for bounding the generalization error of
real-world deep neural networks. This is an emerging framework used to study generalization
properties, somewhat related to practical algorithms for deep compression such as [5], which per-
form well empirically. Unlike many previous uniform convergence bounds, compression does not
bound the error of the model itself, but it rather bounds the error of a restricted representation
of a model with lower complexity. Although this is less direct, it can somewhat circumvent the
fundamental problems with uniform convergence bounds shown in [11]. Results in [1] indicate
that the compression framework can reproduce bounds from previous papers and even achieves
almost non-vacuous bounds on real-world deep neural networks. We look at compression in
the context of other approaches in [13] and [9], and we suggest possible future directions for
studying the empirical performance of these methods.

1 Introduction

Empirical measurements of training and testing error show that deep neural networks often gener-
alize well to held-out data, even when the number of parameters exceeds the size of the training
set—the regime where we would usually expect overfitting [15]. Even though large deep nets have
sufficient expressive power to learn randomly labeled samples [19], illustrating high Rademacher
complexity, they still do not overfit on real-world data. This has puzzled traditional approaches to
bounding generalization error.

Recent results have tried to explain this by applying different complexity measures to the
problem [12, 10]. Some theoretical tools that have been used include PAC-Bayesian analysis [14],
margin-based methods [9], and information theory [18]. One particularly promising method for
explaining the generalization of deep neural networks and other models is that of compression. A
framework was introduced in [1] to bound the generalization error of compressed representations,
and [16] has recently extended this to bounds on the original model.

Although compression has a long history (see examples in [4, 5]), this past research was mostly
empirical. The focus was primarily on reducing the size of neural networks for use on mobile devices
and embedded systems, as well as their compute performance. For example, some classic methods
(see [3]) involve re-training a smaller neural network based on knowledge distilled knowledge from
a larger network. In contrast, if we wish to obtain theoretical generalization bounds, we must use
simpler techniques that can be mathematically analyzed.

Consider the following thought experiment: given a set of data with 10000 labeled examples
drawn from some distribution over a very large input space, what would be the optimal size of neural
network that minimize generalization error on the underlying distribution? We would expect that
the number of trainable parameters of the neural network should be smaller than the size of the
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training data, as otherwise, there would be more output hypotheses than arbitrary assignments of
an 10000-bit string of labels to the training examples. However, it turns out that this intuition is
incorrect in practice. Empirical results show that the number of effective parameters of a neural
network architecture is much smaller than the actual number of trainable numbers. There are a
number of possible reasons for this, such as:

e Regularization methods explicitly reduce the effective parameter count by adding a prior
distribution on the network weights, such as in dropout or batch normalization [8].

e Neural networks also have implicit reqularization induced by the training method used for
the loss function (especially for stochastic methods like batch training), as described in [12].

e The representations learned by neural networks have flat minima, such that their weight
vectors are robust. As described in [7], adding small stochastic noise to the weight vector
does not substantially affect the error.

Each of these observations motivates finding ways to bound the number of effective parameters of a
neural network. Although theoretical methods have so far not been able to fully explain the results
of experiments testing neural networks on held-out data, they hopefully generate an interesting
dialogue about how generalization arises.

2 The Compression Framework

In this section, we describe the compression framework given in [1]. Consider the standard example
of a multi-class classification problem, where items in a domain x € X are classified by labels
ye{l,2,...,k}. A classifier f: X — R¥ is a function that outputs a probability of achieving each
label for every sample in a set. Given some true distribution D over X x {1, ..., k}, the classification
error of f is defined to be

ervor(f) = Pr_((f(o)l] < max f@)).
(z.y)~D iy
Here, we use the notation xz[i] to denote the i-th element of the vector z. This definition of a
classifier outputting probabilities may seem roundabout, but it gives us enough information to
define margin-based losses.

Definition 2.1 (Margin loss). For any value v > 0, the y-margin loss of a classifier f on an input
distribution D is defined as

L) = oo (£ <+ max ).

 @uy~D
Note that in the special case when v = 0, the loss Lo(f) is the same as error(f).

Now we should ask what it means for a classifier f to be compressible. An elementary way of
describing this would be to find a classifier f with a smaller representation that roughly agrees f
on a selected set of data. Furthermore, we desire to do this in a way that places nicely with the
notion of margin defined above.

Definition 2.2 (Compression, initial definition). A classifier f is (v, S)-compressible using a set
of classifiers G4 = {ga | A € A} if there exists a selection of parameters A such that for all z € S,

1f(x) = ga(®)]loo < -



However, this definition has limitations because it does not allow for randomness in the com-
pression algorithm. We can do this by introducing a helper string to our representation, which
does not affect the size of the representation but allows us to take probabilities. For example, this
helper string could arise from a pseudorandom number generator based on some small seed.

Definition 2.3 (Compression with helper string). A classifier f is (v, .S)-compressible with helper
string s using a set of classifiers G 45 = {gas | A € A} if there exists a selection of parameters A
such that for all x € S,

1f () = ga.s(2)[loc <.

The main theorem that involving compression bounds is given below. We also provide the proof,
as it is elementary and provides insights about the framework.

Theorem 2.4. If S is a training set with m samples, then for any margin v > 0, if the trained
classifier f is (v, S)-compressible via G 4 s with helper string s, then there exists A € A such that
with high probability,

m

LO(QA,S) < [A/'y(f) +0 < 10g|A|) )

where IAW(f) denotes margin loss on a uniform distribution over the training set S.

Proof. Since f is (v, S)-compressible, there exists some A € A such that the classifier g4 s outputs
probabilities each within v of A for each input in the training set. If f classifies some sample
(x,y) correctly with margin at least -y, then g4  must also classify the same sample correctly. This
directly implies that

zO(gA,s) < [A/’Y(f)

Now all that remains is to bound the generalization error |Lo(ga.s) — Lo(gas)|. We can do this by
taking a Chernoff bound on all hypotheses in A.! For any fixed A € A, the empirical classification
error of g4 s (taken over a random training set S) is the average of m independent Bernoulli random
variables with mean Lo(ga ). By an application of the Azuma-Hoeffding inequality,

~

Pr(Lo(ga,s) — Lo(ga,s) > 7) < e,

Therefore, if we set 7 = ¢y/log|.A|/m and apply a union bound, the probability that any A € A

has true error more than 7 plus its empirical error estimate is at most

A

A - Pr(Lo(gas) — Lo(gas) > 7) < e 27m =72,

Therefore, with confidence at least 1 — 9§ taken over the choice of a random training set S and helper
string s, we have for some A € A that

1, 1 loglA|

LO(QA,s) < IA/’y(f) + \/2 log 5 T

O

Note. This is a bound for the generalization error of the compressed classifier ga s, not the original
classifier f, which allows us to be more straightforward and direct.

Note that this particular result relies on uniform convergence, but on the compressed classifier representation,
rather than the fully expressive representation.



3 Compression of a Linear Separator

A simple example of the above compression framework is to prove the generalization of binary
linear classifiers with sufficient margin. Here, the model is a linear separator in R™ represented by
parameter vector ¢ € R™, where we fix ||c|| = 1, where

f(z) = sgn(cl z).
To prove the generalization of a linear classifier, suppose that we have some fixed distribution D
over all labeled samples (z,y), where z € R™ and y € {1, —1}. Consider some training set S ~ D™,
and let f be a classifier with margin « on this training set .S.

Now thinking about compression, what happens if we were to add independent random noise n
with variance o2 to each element of the parameter vector ¢? If so, then the result of the classifier
(¢ +n)Tz would be a random variable with mean ¢’z and variance o2. Roughly speaking, since
the margin of the classifier is 7, we should be able to add ¢ = O() noise to each parameter of
the classifier without affecting the classification of the training data. So given any error parameter
€ > 0, we compress c as follows:

2
1. For each index 1 <7 < n of ¢, flip a coin that is heads with probability p; = 37%
2. If the coin lands heads, set ¢; = ¢;/p;. Otherwise, if tails, set ¢; = 0.
3. Output the compressed vector ¢;.

Theorem 3.1. The above vector compression method, for any suitable choice of €, outputs a com-
logn
€y?
at least 1 — €, any fixed unit vector u € R™ has

pressed vector ¢ with at most O< ) nonzero entries with high probability, and with probability

7w — Tl < .

Proof. First, we prove the accuracy part of the theorem. It is easy to verify that the expected value
of ¢; is equal to ¢;, and the variance is

Var [¢;] = pilci/pi — ¢i)? + (1 — pi)c? < 22 /p; = ey
Therefore, by Chebyshev’s inequality, we have for any fixed unit vector u that
Var [¢Tu
Pr(|¢Tu — cTul > 7) < #
Y

Now we prove the concentration inequality for the number of nonzero entries. If we call this X,
then X is the sum of Bernoulli random variables with mean p;, for each 1 < i < n. The expected
number of nonzero entries is = > p; = 2/ey%. By a Chernoff bound, for any & > 2,

2
Pr(X > (1+8)p) < e 25 < e=0/2,

Therefore, setting § = ©(logn) tells us that the probability of having more than (1 4 §)u nonzero

entries is n~ W), as desired. ]



This compression method is interesting, but we can’t use Theorem 2.4 yet because the param-
eters are not discrete. The trick is to run the compression method with margin /2, then quantize
each parameter ¢; by rounding it to the nearest multiple of v/2+/n, or setting it to zero if greater
than 2eyy/n. We omit the proof here for brevity, but this rounded method still outputs a weight
vector such that [¢Tu — ¢Tu| < with probability at least 1 — e.

If we let A be the set of all rounded parameters, then each parameter has a total of 4en different
values, and the number of nonzero parameters is with high probability at most O(logn/ey?). There-
fore, with high probability, the size of the representation of the compressed classifier (memorizing
incorrect samples) is

log |A| = O <1°g2” log(4en)> .
€y

Furthermore, by a Chernoff bound, with high probability the number of samples in .S that are
misclassified by ¢ is at most O(em). Finally, by Theorem 2.4, we have

Lo(a)gﬁo(a)+o< l"gw)_é<e+ L >

m evim

1/3

Finally, selecting € = (1/v%m)%/3 gives us the following result.

Theorem 3.2. For any number of samples m, given a linear separator with weight vector ¢ on the
set S ~ D™ we can efficiently find a compressed vector representation ¢ such that

L(e) < O((1/7*m)'/?).

Note. This generalization bound for the accuracy of the compressed weight vector grows with m,
like we expect. However, it only has order m~1/3, whereas we would expect a generalization bound
of m~Y2. It turns out that with a slightly more complex algorithm described in [1], we can achieve

a better bound of O(+/1/72m).

4 Matrix Compression

We now shift our attention to applying the compression framework to matrices as linear trans-
formations, which will be useful for studying neural networks. We first introduce some notation
involving the spectral properties of rectangular matrices.

In what follows, consider an m x n rectangular matrix A, and let o1,...,0, be the singular
values of A in descending order, where r = min(m,n).

Definition 4.1 (Frobenius norm). The Frobenius norm of A, denoted ||A||r, is defined by

IA|E =07 = trace(AT A).

i
Definition 4.2 (Spectral norm). The spectral norm of A is the largest singular value || All2 = o7.

These two matrix norms help us study neural networks by compressing their layer weight ma-
trices using singular value decomposition. Specifically, a common technique is to simply zero out
all singular values that are smaller than a given threshold. The rank of a matrix is equal to the
number of nonzero singular values; however, in many neural networks, the largest singular value
is orders of magnitude bigger than the smallest singular value. This means that they can have a
low-rank approximation.



Low-rank approximation is related to noise stability. Note that if 7 is a random unit vector, then
Mn has magnitude approximately equal to ||A||r/+/r by SVD. Meanwhile, the absolute maximum
of Mz for any fixed unit vector x is the spectral norm ||A|2. If we consider perturbing a given
vector x by noise 7, then the ratio between || Al|2 and ||A||r tells us how close M (z + n) is to Mx.
Instead of measuring the complexity of a neural network layer by rank, it becomes more interesting
to have a measure of rank that depends on the relative magnitudes of the singular values.

Definition 4.3 (Stable rank). The stable rank of a matrix A is defined as

1AIE _ 3i0f

143~ max; o7

In general, the stable rank is at least 1 and at most the true rank of A.

If a matrix has low stable rank, then most of its weight is in its maximum singular value, so it
is noise-stable. Conversely, if a matrix has high stable rank, then most of its singular values are
around the same order of magnitude, so it is not noise-stable.

Lemma 4.4. For any matriz A € R”}X”, let A be the truncated version of A, removing all singular
values smaller than §||Al|l2. Then, ||A — All2 < §||All2, and rank(A) < ||A||%/(8%]|A|13).

Proof. The first fact follows immediately from construction, as the largest singular value of A-—A
is at most J]| Al|2. The second fact is true because the smallest singular value of A is at least J|| A||2,
so [|Al[ > [|AlF: > 6%[|Allz - rank(A). O

Notice that the expression ||A||%/(6%[|A|3) in the above lemma is just the stable rank of A
divided by 62. In general, an m X n matrix of rank 7 can be expressed with (m + n)r parameters
using the singular value decomposition. Thus, when a matrix has low stable rank (as is often
the case with neural networks), this approach gives us a way to compress the matrix from mn
parameters to m -+ n times the stable rank times 1/62, where § measures the maximum amount of
tolerable error (i.e., the largest singular value of A— A).

We will apply this lemma in the next section to derive generalization bounds for neural networks.
This compression approach is interesting because it takes advantage of the spectral properties of
weight matrices (i.e., low stable rank). However, note that the analysis is very pessimistic, assuming
the worst-case Lipschitz constant of the neural network (which grows exponentially with depth).
This is because the algorithm removes a deterministic set of the smallest singular values.

However, as shown in Fig. 1, this pessimistic prediction is not what happens in practice. Noise
injected in earlier layers tends to quickly be attenuated as it propagates to later layers. It turns
out that we can obtain better generalization bounds if we instead compress the matrix in a way
so that the error is Gaussian-like, using randomness in the algorithm, which lets us describe this
attenuation behavior.

To compress, we perform the following projection-based algorithm on each layer weight matrix
A, using our fixed “helper string” of random bits s, with error parameters e, > 0:

1. Sample k = 8log(1/n)/€* random matrices My, ..., My, with entries i.i.d. &1.
2. For each 1 < j <k, let Z; = (A, M;)M;.

A k
3. Let A= £>20, Z;.
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Figure 1: Attenuation of Gaussian noise injected at various neural network layers ([1])

Lemma 4.5. Suppose that we have an hi X hy matriz A. For any 0 < d,¢ < 1, and any fixed
set G = {(U',2")}™, of m pairs, where U is a n x hy matriz and x € R", run the randomized

projection algorithm with n = §/mn, outputting a compressed matriz A. Then, with confidence at
least 1 — &, we have for any (U,z) € G that

IU(A = Az < el|lUl|rl|Allpllz].

Proof. This is a consequence of concentration of measure. By applying the Johnson-Lindenstrauss

lemma, the probability that any one individual coordinate of ||U(A — A)z| is too large is bounded
by 1 — 7. The rest follows from a union bound.

O
5 Neural Network Generalization Bounds

In this section, we look at some of the generalization bounds based on the previous compression
algorithms. For simplicity, let’s start by only considering fully-connected deep neural networks with

ReLU activations (denoted ¢), as well as constant layer widths. A practical way of compressing
neural networks is to take the top few singular values of their weight matrices.

For notation, let d be the number of layers in the neural network, and let A be the width of
each layer. Denote ! to be the preactivation after the i-th layer, so z¥ is the input to the neural

network, while z¢ is the output. Also, let the d layers have weight matrices A!,..., A% so the
feedforward computation is 2! = Alg(x?~!) for all 1 < i < d.

The first compression method in Lemma 4.4, by erasing low singular values in the SVD, gives us

the following generalization bound. This actually reproduces previous results that were obtained
through a PAC-Bayes framework, but with a simpler proof!



Theorem 5.1 ([13]). The generalization error of the compressed representation of a deep neural

network with layers A, ..., A, width h, and output margin v on a training set S is at most
5 1 A7
O| |—-— hd max || | A3 E
vm o~~~ H Z A3
pammete'rs

w_/%,_/

Lipschitz constant stable rank

Proof. We apply Lemma 4.4 to each layer of the neural network, each time setting

d —1
5=7<6dglg§<!\w||H||Azllz> :
i=1

Notice how the product of the spectral norms of the weight matrices is also the Lipschitz constant
of the neural network, assuming 1-Lipschitz ReLLU activations. This means that for any ¢, the
error at the output from compressing layer i is at most 0||x;|| H;l:i | A7]]2 < ~/ed. Since the neural

network layers have no bias terms, we also have ||z;|| < ||z|| Hé;%) |A7|5. As we can see, the errors
for each layer depend on those of previous layers, but we can show by induction that they add up
in total to at most

; AT — ATy _ CE
Ifa(z) — f1(@)] < ell]| HHA l2 Z g, S el [T14%2 ds < .
=1

Hence, this SVD approach is a (v, S)-compression algorithm. We can then apply a quantization
process similar to Theorem 3.2, by rounding each real parameter to the nearest multiple of || A|| /2.
Then, using the fact that the rank of || A?|| 7 is at most its stable rank multiplied by 1/62, the number
of parameters of the compressed network is

d d ;
[AYE 150, 0 o 2 e 1A
§:2h = 2 2dhll P T IAT3 S k.
A3~ 2 UL 2

Finally, the result follows from Theorem 2.4, after removing constants (2¢?) and logarithmic factors
(the size of each parameter as an O(log h)-bit vector). O

Although the math got a little messy at the end, the key idea behind this last generalization
bound was still conceptually simple. Taking a low-rank approximation of each weight matrix
allowed us to greatly reduce the number of parameters it took to represent the matrix, while still
maintaining an acceptable level of error within the margin . In summary, the ratio between
this generalization error bound and the trivial non-compressed bound (using h2d parameters) is
proportional to (Lipschitz constant) x (stable rank)/y. When the Lipschitz constant and stable
rank are small, this results in a significant improvement.

However, recall that this analysis is pessimistic about the worst-case noise blowup at each layer,
and thus, we have an exponential dependence on d where we multiply by every spectral norm. We
can instead use the Johnson-Lindenstrauss projections from Lemma 4.5 to guide our analysis,
focusing on the Jacobian of the neural network (rather than singular values, which do not exist in
a nonlinear setting). Let J;’ represent the Jacobian of layers ¢ through j inclusive, at the point z.
Note that since the activations are ReLU, J | ’j rt = a2,



Definition 5.2 (Noise sensitivity). If M is a map between real vectors and N is a noise distribution,
then the noise sensitivity of M at a point x with respect to N is

1M (z + =) — M ()|
1M ()2

YN (M, z) = Ejen

Furthermore, we also define the noise sensitivity of M with respect to a set of inputs S to be the
maximum of Y (M, x) over all x € S. This is denoted ¢ g(M).

This definition provides a general way to state the observations we made about stable rank in
Lemma 4.4. In particular, we have the following example showing how the noise sensitivity is low
at vectors corresponding to large singular values.

Proposition 5.3. Given a matriz M, the noise sensitivity of M at any nonzero vector x with
respect to the multivariate standard Gaussian distribution N'(0,1) is equal to | M||%||z|?/|| Mz|?.

Notice how the noise sensitivity is equal to the stable rank of M when x is a vector corresponding
to the largest singular value, i.e., |Mz|| = || M|2]|z||. Since our compression algorithm results in
approximately Gaussian noise at each intermediate layer, we can compress the network close to its
stable rank as long as the intermediate preactivation vectors z¢ are correlated with high singular
directions of M?. We formalize this below with a few data-dependent notions.

Definition 5.4 (Layer cushion). The layer cushion of layer i is a value 0 < p; < 1, roughly
representing the maximum correlation of any = € S to high singular values of A*. Formally,
A p(z"1)|| £l

i = max = max .

w5 TAT oG]~ e TAT w6l 1]

Note that the noise sensitivity of layer A’ to Gaussian noise N'(0, ) at ¢(z'~!) is equal to 1/p2.
Those, layers with higher layer cushion are less noise-sensitive, for a given set of samples.

Definition 5.5 (Interlayer cushion). For any choice of two layers i < j, the interlayer cushion ju; ;
is defined to be

(Al
Hig = A i il
€5 || T el

Observe that f1;; = Vh. We also define the minimal interlayer cushion for a layer i to be
i = igléld Mg -

Finally, we need a way to understand how noise changes through the activation function. Usu-
ally, ReLLU only zeros out some fraction of the neurons in a trained neural network, so this is just
a constant factor.

Definition 5.6 (Activation contraction). The activation contraction c is defined as

%
¢ — min 12EN
ves |2t
1<i<d

Finally, there is another property of deep neural networks called interlayer smoothness, denoted
ps, which tends to be quite high for most trained neural networks. We will not discuss it here for
brevity, but see [2] for details. Using all of these data-dependent properties of a neural network,
here is the resulting generalization bound of the Johnson-Lindenstrauss compression algorithm.
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Figure 2: Comparison of effective parameters from various generalization bounds (lower is better).
Here, the orange bar represents the bound from Theorem 5.1, while the brown bar represents the
bound from Theorem 5.7. The purple bar is the empirical estimate from held-out data.

Theorem 5.7 ([2]). For any fully connected network fa with ps > 3d, if f; is the network after
compression, then with probability 1 — §, we have

d
Lol < L (fa)+ 0 | \| e max 1 £a@) 1B Y
yem =1 Mz%

The key thing to note about this bound, compared to Theorem 5.1, is that it no longer depends
on the Lipschitz constant of the neural network that is exponential in the number of layers. Instead,
it only depends linearly based on the summation of the reciprocals of layer cushion and minimum
interlayer cushion, which are dependent on the correlation of the actual input data to high singular
values of the neural network. As shown in Fig. 2, actual estimates of the number of effective
parameters are much smaller using this approach!

6 Future Directions

The work in this section is original.

The compression framework is interesting because it is a powerful yet elementary way of de-
veloping generalization bounds for neural networks. It is perhaps the most clear example of how
the number of effective parameters differs from the true number of parameters, since large neural
networks can be approximated by much smaller neural networks on real-world data.

While theory is still not at the level of explaining real-world generalization, it may still be inter-
esting to see how these generalization bounds compare for alternative neural network architectures.
For example, we can generalize Theorem 5.1 to ResNets [6] with simple residual connections.

Theorem 6.1. The generalization error of the compressed representation of a residual neural
network (HighwayNet) with layers Al ... A double-layer skip connections B2, ..., B%, width h,
and output margin v on a training set S is at most

0 [\t b maxel - 23 (30 LALE S LB
. -max ||z - £ - A - ’
2m zes d — | A%l =2 18713

10



where L; represents the Lipschitz constant of the first i layers JY, defined by the recursive formulas

Ly =AYy and L; = || A ||2Li—1 + || BY||2Li—2.

Although ResNets with double-layer skips are a simple example, the same techniques could also

be used to bound simple convolutional neural networks and also fine-tuned models like EfficientNet

[17],
Finally, it may be interesting to experiment and see how the compression methods used in these

which may glean insights about their performance.

generalization bounds compare on applied deep neural network models, when taking standard
deep compression pipelines as a benchmark. For example, does random matrix projection actually
perform better than pruning small singular values in practice?
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